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HOLDER REGULARITY 
FOR NON-AUTONOMOUS 

ABSTRACT PARABOLIC EQUATIONS 

BY 

GIUSEPPE DA PRATO t AND EUGENIO SINESTRARF 

ABSTRACT 

This paper contains some existence and uniqueness results for the strict and 
classical solutions u:[0, T]--~E of the non-autonomous evolution equation 
u'(t)=A(t)u(t)+f(t) in a Banach space E under the classical 
Tanabe-Sobolevski assumptions. These results do not require use of the 
fundamental solution and give new information about the h61der-regularity of 
the solutions. 

O. Introduction 

The present  paper  is concerned  with the strict solutions u " [0, T]--~ E of the 

following t ime-dependent  abstract  evolut ion equat ion  

(P) 
u ' ( t )  = A(t)u  (t) + f(t), 

u ( 0 )  = x 

O ~ t ~ T  

where,  for each t E [0, T], A(t)  is the infinitesimal genera to r  of an analytic 

semigroup in a Banach space E. The  domain  of A(t), DAt,), is supposed to 

be independent  of t and t - -~A(t )  to be h61der cont inuous  from [0, T] to 

~(DA~o~, E) .  With equivalent  assumptions problem (P) was studied by Tanabe  

[18], Sobolevski  [16] and Poulsen [12] (see also Fr iedman [5], 

L a d a s - L a k s h m i k a n t h a m  [8] and Tanabe  [19]): they constructed the fundamenta l  

solution for (P) and proved that  if f is h61der cont inuous  then there exists a strict 

solution of (P). In this work we do not need to in t roduce the fundamenta l  

solution because we use some sharp regulari ty results for equat ion  (P) in the 

au tonomous  case (see for example Sinestrari [14]) to prove the existence of a 

strict solution u whose derivative is h61der cont inuous  in [0, T]:  this me thod  
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seems to be more simple and gives new results (see comments before Theorems 

4.2 and 4.3); moreover it enables us to extend these results to the non-linear 

case, as will be done in a subsequent paper. Problem (P) has been considered in 

L p spaces by Da Prato-Grisvard [2] by a method which cannot be directly 

extended to our situation. 

In section 1 we state the exact assumptions on the operators A(t): some 

consequences of these hypotheses are derived in the appendix (at the end of the 

paper) along with the proof of their equivalence with Tanabe's  and Sobolevski's 

assumptions. 

In section 2 some intermediate spaces between DA and E are introduced to 

state the above-mentioned sharp regularity results (in the h61der spaces) for the 

solutions of (P) in the autonomous case. 

In section 3 we define the strict solution and the classical solution of (P) and we 

demonstrate a uniqueness theorem. The proof of the existence of the strict and 

of the classical solution is given in section 4. In the appendix are given additional 

properties of A(t) which will be also needed in the future developments of the 

results contained in this paper. 

1. Preliminaries 

We give now some definitions and notation which will be used later. Let  E be 

a Banach space with norm {{. I1: if A : DA _C E ~ E is a closed linear operator,  DA 

will be always endowed with the graph norm IlxlloA =llxl l+llAxll .  Let F be 

another  Banach space with norm II'IIF, continuously embedded in E (i.e. 

F~-~E). We shall make the following assumptions: 

(I) for each t E [0, T], A(t):  DAt,)C E ~ E is the 

infinitesimal generator of an analytic semigroup in E. 

(II) foreach t E [0, T], DA(,)--~ F;  

i.e. DA(,, = F and the norm I1" II-A,,, is equivalent to I1" I1~. 

From this it follows that A ( t ) ~ ( F , E ) .  We shall also assume that: 

(III) A : t ~ A(t) belongs to C ° (0, T; ~ (F ,  E)) ,  

i.e. is hSlder continuous with exponent a ~ ]0,1[. 

By substituting (if necessary) the unknown function of (P) with e-8'u(t) with 

suitable ~ ~ R we obtain a problem which is equivalent to (P) (with respect to the 

properties which will interest us): hence, as will be seen in Proposition A.5 of the 

appendix, we can suppose that: 
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(IV) there exist to < O, 0 E ]7r/2, 7r] and M > 0 such that if 
h ~ o) +So ={w + z , z  E C - { 0 } , [ a r g z  [< O}andt E[0,  T] 

then we have h E p(A(t)) and 

M 
(1.1) ]l R (A, m(t))l[~(~,----iA-_~l 

where p(A(t)) is the resolvent set of A(t) and R (h ,A( t ) )=  (h - A ( t ) )  ~. 

If s ~ e A(°s is the analytic semigroup generated by A(t) from (1.1) it follows 

(see Proposition A.6) that there exist Mk (k = 0, 1 , 2 , . . . )  such that for each 

t E [0; T] 

(1.2) {IskAk(t)eA")'lIs~(E)<=Mk for s _-->0. 

Let  us introduce now some notation about the vector valued function spaces 

which we shall need. 

Let E be a Banach space with norm II" I[ and a, a, b real numbers such that 

0 < ~ < 1  and a < b .  
C(a, b; E)  is the Banach space of continuous functions 

u :[a,  b]---~ E with norm II u IIc,a.~;z)= sup{If u(t)l[, a ~ t <_- b}, 

Cl(a, b ; E) = {u E C(a, b ; E), u' exists in C(a, b ; E)}. 

C ~ (a, b ; E )  is the Banach space of h61der continuous functions u : [a, b] ~ E 

with exponent a and norm given by 

flu [Ic(o,.;~,+ sup J'll u(t)-  u(s)[I } [t_s[O ,t, s E [ a , b ] , t ~ s  . 

h ~ (a, b ; E )  is the subspace of u E C" (a, b ; E )  satisfying the following condi- 

tion: for each e > 0  there is 6~ > 0  such that if I t - s  I<  ~ then [ [u ( t ) -u ( s ) [ ]  

e [ t - s [ L  It can be seen that h~(a ,b ;E)  is the completion of C' (a ,b ;E)  in 

C~(a, b;E).  For more details on h"  spaces see Kufner-John-Fucik  [7]. 

C~'~(a, b ;E)  = {u ~ C~(a, b ; E) ;  u' E C~(a, b; E)}. We give a similar defini- 

tion for h~'~(a,b;E). 
Co(a, b ;E)  = {u E C(a, b; E), u(a) = 0}. 

C~(a,b;E) = {u E Ct(a, b;E) ,  u(a) = 0}. 

C(a ÷, b ; E ) =  {u E C(e, b ;E)  for each e E ]0, b - a  f}; a similar definition is 

given for Cl(a÷,b;E) ,  C~(a+,b;E) and C~"(a+,b;E). 

2. Maximal regularity theorems in h61der spaces 

Let us consider now (P) in the autonomous case: 
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u ' ( t ) =  A u ( t ) + / ( t ) ,  

(2.1) u(0) = x. 

Here A:DAC_ E- -+E  is the infinitesimal generator of a bounded analytic 

semigroup {e A' } and if E C°(0, T; E) ;  we know that (see e.g. Kato [6], Pazy [11]) 

Io (2.2) u (t) = e ̂ 'x + e A"-')if(s)ds, 0 <= t <-- r 

gives the unique u E C(O, T ,E)  such that (2.1) is verified for 0 <  t =< T. By 

introducing some intermediate spaces (between DA and E)  it is possible to give 

conditions on x and f(0) which ensure that u verifies (2.1) in [0, T] and 
moreover u ' E  C°(O,T;E)  (by taking f ( t ) = c o n s t ,  it can be seen that this 

property does not hold without conditions on x and f(0)). 

DEFINITION 2.1. For each 0 <  0 < 1 let DA(0,  °°) be defined as 

DA(0,~) = / x  E E, sup Ilt-°(eA'x - x)ll < ~ /  
I. t > 0  ) 

with norm 

11 x II0 = II x II + sup lit -°  (e A'x - x) t l .  
t > 0  

The function t--+eA'x is in C°(O,T ;E)  for some T > 0  if and only if 
x E DA(O,o¢). 

The closure of DA in DA(0, o¢) can be characterized as the subspace of E 

defined in the following way (see Butzer-Berens [1]): 

DEFINITION 2.2. 

DA(0)=  {X E E, lim ° [[t-~(eA'x - x  )[[=O} . 

The function t--+eA'x is in ho(O,T;E)  for some T > 0  if and only if 

x E DA(O). 
The space DA(O, ~) can be considered as a real interpolation space between 

DA and E (the mean's space S(oO,~o, D A ; ~ , ~ I , E ) w i t h  1-0=sCo(s~o-s~l) -~ 
according to the definition of Lions-Peetre [9]) and DA(O) as a continuous 
interpolation space according to the definition of Da Prato-Grisvard [3] (see also 

Sinestrari-Vernole [13]). The following properties are proved in Butzer-Berens 

[11: 
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I DA(O, oo)={xEE;supll t ' -°AeA'xl l<oo},  

(2.3) 
DA(0) = fiX E E ;  !im lit' °AeA'x [I : 0.1 

We can write now the above-mentioned results about the maximal regularity of 

the solutions of (2.1). 

THEOREM 2.3. 

tic semigroup {e A'} satisfying 

II e A, l[~e(~) <= Mo and 

Then, setting 

(2.4) 

Let A : D A C E ~ E be the infinitesimal generator of an analy- 

II tAeA' Ilz(E, ==- M~, for t => 0. 

(e A * f)(t) = eA('-s)f(s)ds, 0 <-- t <= T 

we have the following results: 
(i) If fEC~(O,T;E)  and x =0,  then eA*f is a solution of (2.1) in [0, T] 

satisfying eA * f E C°(0, T;DA) Cl C~'°(0, T;E). Moreover there is K~ > 0  (de- 
pending on Mo, M~ and T) such that for every f ~ CO(O, T; E) 

(2.5) II e A. f IIC'(O.T;O )̂ <- K, II f IIc'(o.T;E)- 

(ii) If f E C°(O, T; E), x ~ DA and Ax + f(O) ~ DA( O, oo) then the function u 
given by (2.2) is a solution of (2.1) in [0, T] satisfying u E C°(O,T;DA)A 
CLe(0, T ; E ) ;  if moreover f E  he(O, T;E)  and Ax +f(O)~DA(O) then u E 
he(O, T;DA) N hL°(O, T; E). 

PROOF. In Da Prato-Grisvard [2] it is shown that e A*f E C 1'° (0, T; E)  and 
in Sinestrari [14] the results of (ii) are proved. 

REMARK 2.4. Theorem 2.3 holds with obvious modifications if [0, T] is 
replaced by [tl, t2] ~ R+. 

REMARK 2.5. We call these  regularity results "of maximal type" as they 
prove that if f belongs to a suitable subspace X ( = C°(0, T; E)  or he(0, T; E))  
of C(0, T;E)  then the solution of (2.1) exists and moreover u', Au E X 

(provided x and f(0) satisfy suitable conditions). As will be seen in the next 
sections, this kind of regularity is necessary to prove our theorems in the 
non-autonomous case. 
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3. Statement of the problem and uniqueness results 

We shall study problem (P) under assumptions (I)-(IV) of section 1. 

DEFINITION 3.1. L e t f E C ( 0 ,  T ; E ) . A f u n c t i o n u E C ( 0 ,  T ;F)NC~(0 ,  T ; E )  

is a strict solution of (P) if u (0)=  x and u'( t )= A ( t )u ( t )+ f ( t )  for 0 = < t =  < T. 

DEFINmON 3.2. Let f E C(0, T; E). A function u E C(0, T; E)  N 

C(0 +, T ; F ) O  C~(0 +, T ; E )  is a classical solution of (P) if u (0)=  x and u'( t )= 

A(t)u (t) + f ( t )  for 0 < t -< T. 

REMARK 3.3. Definition 3.1 is equivalent to the condition that (P) can be 

considered as an equation in the function space C(O, T; E): in fact if (P) holds in 

[0, T] and f, u'  ~ C(0, T; E)  we have necessarily u ~ C(0, T; F). This can be 

seen by writing u(t) = A l ( t ) [u ' ( t ) - f ( t ) ]  and taking into account the fact that 
A - I E  C(O, T ; ~ ( E , F ) )  (see Proposition A.7). Definition 3.2 is usual in the 

parabolic equations when no restriction is imposed on the initial datum x (see 

Tanabe [19] pp. 69 and 127). 
It is possible to prove the uniqueness of the classical (and hence of the strict) 

solution of (P). More precisely the following result holds: 

THEOREM 3.4. Let 0 <-- to < T. I f  the function u E C(to, T; E ) n  C(h~, T; F ) n  

C~(t~, T; E)  verifies 

u ' ( t )= A(t)u(t) ,  to < t <= T 

u (to) = 0 
(3.1) 

then u =-0 o n  [to, T]. 

This theorem will be demonstrated in a subsequent paper; as in section 4 we 

will prove the existence of a classical (and of a strict) solution verifying the 

following condition (see (4.6)): for each h E [0, T] we have 

(3.2) sup II(t - tl)l-O A(t)u(t)[I < 
t l<t~T 

with 0 < 1 - /3  < a, then we will prove Theorem 3.4 here under the additional 

assumption (3.2) on u. 

PROOF. Let us suppose by contradiction that tl = sup{t; u ~ 0 on [to, t]} is less 

than T. From the definition of tl we have that for each 8 E ]0, T -  h], 

, 'n=  sup IIw(t)i l>O 
tl~t~tl4-~ 
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where 

Let us 

ea")('-')u(s) is continuously differentiable in [ t l + e , t ]  hence from 

g(tl + s) = f',,+~g'(s)ds and from (3.1) we get 

u ( t ) -  eA(')(,-',-~)u(tl + e )= f i+. eat')( ̀ S)[A(s)- A(t)]u(s)ds. 

From this it follows that 

w(t ) -  (t - t~f-~ A(t )eA(')('-"-~)u(tj + e) 

= ( t -  tl) ~-~ ~i+~ A(t)eA")U-~)[1 -- A(t)A-~(s)](s -t l)~-'w(s)ds 

and hence for e--~ 0 

w ( t ) =  ( t -  11) 1-t3 ~i A(t)eA")('-~)[1- A(t)A-l(s)l(s -tl)~-'w(s)as" 

From (A.9) and (A.11)~ of the appendix we deduce for each t E It1, t~ + 8] 

Ilw(t)lt< mKlMl(t- t ' ) l -~ ~,i ( t - s )~- ' ( s - t l )a- lds  

= rnK~M~(t - t,) ~ fo I (1 - o')~-lcr ~ 1do" 

so that 

m <= mK1MIS" ~o 1 (1 - ¢r)"-~o-~-~do-. 

As m > 0, for 8 sufficiently small we get a contradiction. 

w(t )=( t - t , ) ' -~A( t )u( t ) ,  t ,<t<=t,+8. 

take t E ] t l ,  t t + 8 ]  and .then t E ] 0 ,  t - t~ [ .  The function g(s)= 
g ( t )  - 

4. Existence of the strict and the classical solution 

In this section we will prove our main results, i.e. the existence of strict and 

classical solutions of (P) under suitable conditions on f and x. 

To prove these results we need the following lemma: 

LEMMA 4.1. Let A :t--->A(t) verify (I)--(IV) of section 1. Setting 

(4.1) F(t) = (A( t ) -  A(to))eA%)"-'°)X (0 <= to<= t <= T) 

where 
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(4.2) x G D A t ~ ) ( ~ , ~ )  and O < = l - ~ < a < l  

(we set DAt~)(1, ~)  = DA~)) we have 

(4.3) F ~ C~+~-l(to, T ;  E ) .  

I f  moreover A ~ h°(0 ,  T ; £ a ( E E ) )  we have  

(4.4) F E h~+~-t(to, T; E). 

PROOF. F r o m  (4.2) and (2.3) there  exists Co> 0 such that  

Ilt'-OA(to)eA%~'xll<--_ Co, t >=O. 

By writing t2-~A2(to)eA~)'x = t2-~A(to)eA"°)'/gA(to)eA%)'/2X we deduce  the exis- 

tence of C~ such that  for  each t => 0: 

I{t2-~A2(to) eA"o)'x II---- C; ,  t _-> 0. 

Le t  Mo, M~, k > 0 satisfy: 

I[eA"o"[[~e,E)<=Mo, [{tA(to)ea"o"ll~e,E)<=M;, t ~ O ,  

I l A ( t ) - A ( s ) l t ~ , ~ . ~ , < = k l t - ~ l  ~ , t,~ ~[0 ,  T]. 

For  to--< s < t =< T we can write: 

F ( t )  - F ( s  ) = (A(t)  - A(s )) e A~'o)~'-'o)x + (A (s)  - A(to)) (e A~,,,~c,-'o)x - e A~'°)~-'°~X ) 

= It + Iz. 

If II I1~ - ~o11 IIo~,,o,, we get 

I1 t, II ---< k (t - s)=~o(Mo + Co(t - to) s-')ll x II =< const( t  - s)~ +~-t 

and (when to < s)  

II I~ II <-- k (s - to)°~o II e ~'""-'°'x - e A , , , , , , - , , , , X  [[o~,,,,,. 
NOW 

Ile~,,o,,,-,o,x_e~,,o,,.-,o,xllo^,,o =[l£'A(to)e~,,o,,=-,o,xd~r 
DA(tOI 

<= Co (rr - to)°-'do " + C;  (o" - to)~-2do " 

and hence  
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l[ 12 II <= k (s - t,,)"a,,(C,,T + C;) (o- - t,,) ~ "do" =< const (o" - t,,) ~ +°-2do" 

const(t - s) ~+~-~. 

This proves (4.3). The proof of (4.4) is similar. [] 

Under assumptions equivalent to ours (see Proposition A.8) and when x ~ F 

and [ E C°(O, T; E),  Tanabe [18] and Sobolevski [16] proved the existence of a 

strict solution u. Later Poulsen [12] demonstrated that u'  E C~(0 +, T: E)  with 

/3 < rain(a, 0) (which was previously shown by Tanabe [17] in the case a = 1) 

and u ' E C ° ( O ,  T ; E ) i f  x = f ( 0 ) = 0 .  

With the aid of the preceding lemma we can add new results about the strict 

solution: 

THEOREM 4.2. Let A verily (I)-(IV) of section 1 and let in addition A 

he(0, T ; ~ ( F , E ) ) .  If  we take f E  Ca(O, T ; E )  and x ~ F  then there exists a 

unique strict solution to (P). More precisely: 

(i) I f  f ~ Ca(O, T ; E ) ,  A E h ~ ( 0 ,  T ; ~ ( F , E ) )  and x @ F, then there exists in 

[0, T] a unique strict solution u of (P) such that u E C ~ ( O + , T ; F ) Q  

C ~'° (0 +, T; E);  if moreover A(0)x + [(0) E DA(0)(0t, ~) then u @ C ~ (0, T; F)  D 

C '~ (0, T; E). 
(ii) I f  in addition f E h ~ (0 +, T; E ), then u E h ~ (0 +, T; F)  71 h ~'~ (0 +, T; E);  if 

moreover A(0)x + f(0) @ DAto)(C~) then u E h a (0, T; F)  D h ~'~ (0, T; E).  

PROOF. 

z ' ( t )  = A(to)Z(t) + [(to), 

( z )  z (to) = x,, 

has a strict solution given by 

(4.5) 

Hence 

Now if a function 

solution of 

For fixed to E [0, T[ and xo E F, the problem 

t o m t i T  

z (t) = e A")('-'Q(Xo + A-'(to)f(to)) - A-~(to)[(to). 

° + C ( to ,  T ; E ) .  z E C  (to, T ; F )  D ~'~ + 

v ~C~(to,  t l ;F )D  C"~(to, t l ;E )  (O<=to<t,<=T) is a strict 

(v) 
v'(t) = A(to)V (t) + [A(t) - A(to)]V (t) + [A(t) - A(to)lZ (t) + f ( t )  - f(to), 

to_ -< t < t~ 

v (t , ,)  = 0 
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then,  set t ing 

u(t)  = v( t )+ z(t) ,  

we have  that  u belongs to the space 

C~ * . C,.o ÷ ( to , t~ ,F)O (to,t~;E) 

and is a strict solut ion of 

u ' ( t )  = a ( t ) u  (t) + f(t) ,  

(Po) u (to) = Xo. 

Let  us set for  t o - < t = < T  

G. DA PRATO AND E. SINESTRARI 

to_-- < t --_< tl, 

lsr. J. Math 

St t vo(t) = eA('°~('-')q~(s)ds (to < t <-- tt). 
o 

As [A(" ) -  A(to)]v(" ) E  Cg(to, t , ;E),  f rom T h e o r e m  2.3 we deduce  that  Vo, 

S ( v ) E X .  From the same  t heo rem we have  that  if v E X verifies 

(S) v = S ( v )  + Vo 

then v belongs  to C~(to, tl; E)  n CLa(to, t~; E)  and is a strict solut ion to (V). Now 

for  each v E X  

[[s(v)llx = lie A''°)* [ A ( - ) -  A(to)lv (")ll,, 

--- K,  II A(- ) - A(to)lJco,o.,,;~e(v,~))" II ~ IIx 

with K~ independen t  of to, tl and v (see (i) of T h e o r e m  2.3). As  A E 

ha(0 ,  T ;  ~ ( F ,  E)) ,  there  exists 8 > 0 such that  if It1 - tol < 8 then IIS II~,x, < 1. 

H e n c e  (V) can be solved in [to, t~] with t~ = inf(to + 8, T)  and 8 i ndependen t  of to 

+ C ( to , t l ;E) .  and Xo; so that  the p rob l em (Po) has a solut ion u ~ C (to, t~; F )  n "" + 

If we take to = 0 and Xo = x we obta in  a strict solut ion u of (P) in [0, inf(8, T)]. 

If in addi t ion A(0)x + f (0)  ~ DA~o)(a, ~), then u E C ~ (t3, inf(8, T);  F )  n 

and set 

q~(t) = [A(t)  - A(to)l z (t) + f ( t )  - f(to). 

As x o E F ,  [ ~  C~(0, T ; E )  and A E  Ca(0,  T;Sf (F ,E) ) ,  t ak ing /3  = 1 in L e m m a  

4.1 we have  ¢ E C~(to, T ;  E) .  

Sett ing X = C~(to, tl;F), let us define for  each v E X  

I S(v) ( t )  = eA('°)('-~)[A(s)- A(to)]V(s)ds (to <-- t <= tl) 
o 
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Cl'~(0, inf(6, T); E).  Now if 6 < T, we can set to = & xo = u ( 6 ) E F  and extend u 

to a solution of (P) in [0,26] M [0, T]: proceeding in this way, we get a strict 

solution u of (P) in [0, T]. As to can be chosen arbitrarily in [0, T[ and 6 is 

independent of to, then u E C ~ (0 +, T; F ) N  C l'~ (0 +, T; E)  and (i) is proved. 

To obtain (ii) it is sufficient to replace in the preceding proof C ~, C ~'~ and 

DAco)(a, oo) by h ~, h ,.5 and DA~o~(a ) respectively and to use (ii) of Theorem 2.3. [] 

When f E  C°(O, T ; E )  and x E E ,  Tanabe [18] and Sobolevski [16] proved 

(with the aid of the fundamental solution) the existence of a classical solution. 

We will prove this result with a different method in a future paper; here we 

consider only the case when x belongs to a suitable intermediate space between 

F and E. In this case we obtain new information about the regularity of the 

classical solution. More precisely we prove the following result about the 

classical solution of (P). 

THEOREM 4.3. Let A verify (I)-(IV) of section 1. Let 0 < 0 < a < 1 and set 

[3 = 0 - a + 1. If x ~ DA~o~(fl, oo) and f E C o (0, T; E ), then there exists in [0, T] a 

unique classical solution u of (P) such that u E C~(O, T ; E ) M  C°(O +, T ; F ) M  

CI"°(O+,-T;E). I f  in addition x ~Da(o)([3), A E h " ( 0 ,  T ; ~ ( F , E ) )  and f ~  

h°(O, T ; E )  then u E he(0, T ; E ) N  h°(0 +, T ; F )  N h~'°(O +, T ; E ) .  

PROOF. We proceed as in the proof of the previous theorem. The classical 

solution of the problem 

z ' ( t )  = A(0)z (t) + f(0), 0 < t =< T 

(Zo) z (0) = x 

is given by z (t) = e Aio), (x + A l (0) f (0) ) -  A-l(0)f(0). As x E DA(o)(/3, oo) we have 

z E C~(O, T ; E ) .  

If v E C ° ( 0 , 8 ; F ) M  CI'°(O, 8 ; E )  (0<  8 = T) is a strict solution of 

v '( t)  = A(0)v (t) + [ A ( t ) -  A(0)lv (t) + [A(t) - A(0)]z (t) + f ( t ) -  f(O) 

(Vo) v ( O ) = O  

then setting for t ~ [ 0 , 6 ] ,  u ( t ) = v ( t ) + z ( t )  we have that u belongs to 

C~(0, 6 ; E )  M C°(0 +, 6 ; F )  M C~'°(0 ÷, ~ ; E )  and is a classical solution of 

u '( t)  = A ( t ) u ( t ) + f ( t ) ,  0<= t <= 6, 

(Po) u (0) = x. 

If we set for t ~ [0, T]: 
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we deduce from Lemma 4.1 that cp E Cg(0, T ;  E ) .  
Setting X = Ce(O, 6 ;  F )  let us define for each u E X 

and set 

As [A( . ) - A(O)]v ( . ) E C:(O, 6 ; E )  from Theorem 2.3 we deduce that VO, 
S ( V )  E X. From the same theorem we have that if v E X  verifies 

then v belongs to Ce(O, S ; F )  n C1.'(O, 6 ; E )  and is a strict solution of (V,). 
Now for each v E X: 

with K 2  independent of to, t l  and u (see (i) of Theorem 2.3). As A €  
Ca(O, T ;  Y ( F ,  E ) )  C hB(O, T ;  2 ( F ,  E) ) ,  for sufficiently small 6 (< T), we have 
(IS ( I u c x )  < 1 and problem (Po) has a classical solution u on [O,  61 such that 
u E CP(O, 6 ;  E ) .  To complete the proof of the first part of the theorem, as 
u ( t )  € F for 0 < t 5 6, it is sufficient to apply Theorem 4.2 (with a replaced by 8) 

to problem (Po) with 0 < to 5 S and u(to) = xo. The last part of the theorem can be 
obtained from the preceding proof with the same modifications indicated at the 
end of the proof of Theorem 4.2. 

REMARK 4.4. The classical solution of Theorem 4.3 verifies the following 

property: for each tl E [0, T [  we have 

( 4 4  sup ( ( ( t  - t , ) ' -@ A(t)u ( ( ) ( I  < ". 
r,<rST 

To prove this let us use the notation of the preceding proof: as u E Ce(O', T ;  F )  
and (111) holds, it is sufficient to take t l  = 0 and to show that 11 t l -PA(t)u(t) \ I  is 
bounded in ]0 ,6];  when t E ]0,6] we can write u ( t )  = v ( t )  + z ( t )  with v E 

C"0,S; F )  and z ( t ) =  eA(o"(x + x l ) + x l  where x E D.qo,(P,w) and X I  E F. Now 
t l -@ A( t )e  '"""x = A(t)A-'(0)t'-P A(0)e A'o)'x and (lA(t)A-'(0)))u(e, is bounded (see 
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(A.4) in the appendix), so that we have supo<,~8 [[t'-~A(t)eA~°~'x ]1 < ~ by virtue of 
(2.3). As v(t)+eA(°)'X~+Xl is in C ( 0 , 6 ; F )  and (III) holds, the conclusion 

follows. 

REMARK 4.5. By comparing (i) and (ii) of Theorem 4.2 we deduce that the 

subspace in which there is the maximal regularity for (P) is h" and not C~: in 

fact when jr, A E h ~ we can deduce u'  E h~, i.e. all the terms of equation (P) 

belong to the same subspace of C(0, T ; E ) .  

Appendix 

In this section we want to show how one can deduce from conditions (I)-(III) 

on t ~ A(t) several propositions which enable us to prove that the resolvent of 
A(t) contains a sector independent of t and that our conditions are equivalent to 

those of Tanabe [18] and Sobolevski [16]. Assumptions (I)-(III) can be rewritten 

in the following form: 

Let F ~ E be Banach spaces with norm I1" I1~ and I1" II respectively: 

(I) for each t C [0, T], A(t) : DA,)C E ~ E is the infinitesimal 

generator o[ an analytic semigroup, i.e. DAt,) is dense in E and 

there are to, @ R, M, > O, O, E ]7r/2, 7r] such that ira ~ to, + So, = 

{to, + z; z E C ,  z ~ 0 ,  [argz l<  0,} then A @ o(A(t)) and 

]jR (A, A(t))l}~e,E)=< I A M, tot' ] " 

OI) For each t c [0, TI, DA,,, = F and II" IIF is equivalent  to I1" IIoA,,,. 

(III) Thefunction A : t ~ A ( t ) b e l o n g s t o C ~ ( O , T ; ~ ( F , E ) ) ( O < ~  <l ) .  

In the following proposition we shall prove that I[" I[oA,,)is equivalent to l[" I1~, 

uniformly for t ~ [0, T]. 

PROPOSITION A.1. Let (I)-(III) hold. Then there exist yl and 72 such that for 

each x E F and t E [0, T] we have 

(A.1) yl I]x I[F ~ llx ]l + [[A(t)x [[ _-< y2[[x [Iv. 

PROOF. Given to E [0, T] from (II) we deduce the existence of ao and flo such 

that for each x E F, aollX [Iv <= ]Ix H + I[A(to) x I1 =</3o]1 x ]Iv. Let 6o > 0 be such that if 

tt - tol < 6o then IIA(t) - a(t0){[~e(¢,E, < adZ; hence 
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II x iI~,,, ~ II x il + II A(to)X II + II A( t )x  - A(to)X II ~ (~o + Oto/2)]1 x []v 
and 

OLo 
[Ix IIoA,, >--II x [I + IIA(to) x II- IIA(t) x - A(to)X 11 => T [Ix I1~. 

By a compactness argument we obtain (A.1). 
The next result shows that in condition (I) the numbers tot, M, and O, can be 

chosen independent of t E [0, T]. 

PROPOSITION A.2. Let  (I)-(III) hold. Then there exist to E R,  M > 0 and 

0 E ]7r/2, 7r] such that if A E to + So then A E p(A(t)) and 

M 
(A.2) IIR (A,A(t))llz(~, -< {k---w [ . 

PROOF. Given toE[0, T], let o3oER, Ato> 0 and 0oE]Tr/2, ¢r] be such that if 

A E tSo + SOo then A E p (A(to)) and 

~o 
{IR(A'A(t°))II~'~'<= IA -~o1 " 

Let us choose too> trio: for each A E too+ Seo we get from Proposition A.1 

3', II R (A, A(to))II~,E.F~----< II R (A, A(to))ll~¢E.oA,~,) 

=< II R (A, A(to))lb,~, + II AR (A, A(to)) - 1 IIz,~, 

--<1~-5o1+1+1 I 
Hence there is co > 0 such that for each A ~ too + Soo 

(A.3) II R (A, A(to))ll~,~,F, =< Co. 

Let 60> 0 be such that if I t -  tol < 60 then IIA(to)-A(t)lb,F,~,< (2Co)-'. Hence 
when A E too+ Sao and tt - tol < ,% there exists in ~ ( E )  

R (X, A(t)) = R (,~, A(to))[1 + (A(to)- A(t))R (;t, A(to))]-' 

and 

IIR (A, A(t))[l~,~, --< i ?M~-o} • 

Setting 

Mo = 2 ~ o  sup b - o~ot 

we proved that given to E [0, T] there are too E R, Mo, 60 > 0 and 0o E ]~r/2, ~r] 
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such that for  each A E too+Soo and t E ] t o -  6o, to+ 6o[A [0, T] we have A E 

p(A(t)) a n d  

Mo 
II R (A, A(t))ll~,E, =< t a -- bo I 

Let now h," • ", t, E [0, T] be such that  {(tl - 6,, t, + 8,)}~=1. ,, is a finite covering 

of [0, T]. By taking w = max~ w~, 0 = mini 0~ and 

M = s u p  M~ ~ , l<=i<_-n ,A~o)+So  

the conclusion follows. 

REr~ARK A.3. F rom the proof  it is obvious that  if o9, < 0 for each t E [0, T] 

then to < 0. 

PROPOSmON A.4. Let (I)-(III)  hold and let to, 0 be given by Proposition A.2. 

For each tol > to there exist KI > 0 (i = 1,2, 3) such that for each A @ tol + So and 

t ,s E [0, T] we have: 

(m.4) [I (A(s) - A( t ) )n  (A, A(s))II~,E, <= g, I t  - s I °, 

< 12 i t_s lO (A.5) II R (A, A(t)) - R (A, A(s))II~,E, = I a - ~o I 

(A.6) [I R (A, A(t)) - R (A, A(s))llz,E.v) =< K3 It - s I ". 

If  moreover A E h~ (O, T ; ~ (F ,  E))  then for given e > 0  there is & > 0  such that i[ 

It - s I < 8~ then (A.4), (A.5) and (A.6) hold with Kl = K2 = K 3  = e .  

PROOF. In a similar fashion as in the proof  of (A.3) we deduce  that given 

tol > to there  is cl > 0 such that 

(A.7) II R (A, A(t))ll~,~.,~ , _= el 

for each A ~ to1 + So and t E [0, T],  hence from (III) we get (A.4). As we can 

write 

R (A, A(t)) - R (A, A(s))  = R (A, A(t)) (A(t) - A(s) )R (A, A(s))  

from (A.2) and (A.4) we get  (A.5) and from (A.4) and (A.7) we obtain (A.6). The  

last part  of the proof  is obvious.  

By virtue of Proposi t ions A.2 and A.4 we can state the following 

PROPOSITION A.5. By substituting (if necessary) A(t) by A ( t ) -  8I (where 6 is 

a real number such that 8 > o~) we can suppose that (IV) of section 1 is verified 
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and that the estimates (A.4)-(A.6) hold with oo~ < O. In this case we have the 

following properties for A(t): 

if Re h => 0, then h ~ p(A(t)) and 

(A.8) 
M, for each t E [0, T], II R (Z, A(t))]I~,(E ) =< 1 +IA I 

(A.9) l lA( t )A- ' ( s ) - l [ l~(E,<=K,[ t - s l  ~ fort, sE[O,T] ,  

(A.10) ira E So and t, s ~ [0, T], then A ~ p(A(t)), 

M K. 
IIR(A,A(t))}}z(~,<=I--~ and I]R(A,A(t))-  R(A,A(s))IIz ,E,<=~ I t -  s I". 

PROOF. To prove (A.8) it is sufficient to note that, as o) < 0, we have 

t +lAo) I 

hence (A.8) is a consequence of (A.2). (A.9) follows from (A.4) with A = 0. 

(A.10) derives from (A.2) and (A.5) since 

sup ~ < oc. 
~ S  o t A - - t o l  

In section 4 we used the following results: 

PROPOSITION A.6. For each t E [0, T], let A(t) be the generator of an analytic 

semigroup ~--~ e At')~ and let (IV) of section 1 hold; then there are constants Mk 

(k = O, 1 , . . . )  and K4 such that for each t,s ~ [0, T] and ~ >= 0 we have 

(A.11)k [[~kAk(t)eAt'~ll~(E~<_--Mk (k = 0 , 1 , ' " ) ,  

(A.12) lie ~C''~ - e A'~)e ]lz,e)~ K41t - s I ~. 

From this #follows that ( ~, t, x )---~ e A(t)ex is continuous from R+ x [0, T] x E to E. 

Let us recall (see for instance Kato [6]) that for t, ~¢ > 0 we have 

1 e"eR(A'A(t))dA =2--~i e R ~ , A ( t )  ~ eA(°e = 2~'i 

e > 0  and 

PROOF. 

(A.13) 

where T = y + U ~ _ U % ,  y*_={h;h=pe+-~°',p>--e}, 0~E[~r/2,0],  

% = {h ; h = ee '*, [q I -<- 0~}. From (A.10) it follows that 

°l 
IIe A(,)e ]I~(E, -<- -~ e OCO~ 0, dp e ...... dq~ 

p 217" J-o, 
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from which we obtain (A.11)o. In addition, from (A.13) we get 

A(t)eA(,~= 1 f~ 2rci e~A(t)R(X'A(t))d '~ 

= 27ri  Ae~eR(A'A(t))dA -~-~i e~edA 

= 27ri  Ae~eR (A, A(t))dA. 

By using (A.IO) 

llA(t) e ̂ "~ fleecE'-< ~M1r Jr(+~e~°C°"°'dP + M-M-27r f o,o, ee~°"*d~ 

hence for e ~ 0 

f+~ M II ] [I,,A(t,eA"",,Z,E~ M e ~" .... °,dp - 
Icos0,1  7]" ~ 77" 

which gives (A.11)~. The estimates (A.11)k for k > 1 can be proved by induction. 
To prove (A.12) we can use (A.13) and obtain by virtue of (A.10) 

tl eA'°e e"'~ll<-- ep~O~o dp+K2 o, 
- e ...... dq~ I t - s l "  

from which (A.12) follows. To get the last part of the theorem, it is sufficient to 
use (A.12). 

PROPOSITION A.7. Let the assumptions of Proposition A.5 hold. Then the 
function t--~A '(t) is in C ° ( O , T ; ~ ( E , F ) ) .  I f  in addition t ~ A ( t )  is in 
h~(O, T ; ~ ( F , E ) ) ,  then t---~ A-~(t) is in h~(O, T;..T(E,F)). 

PROOF. As we can suppose w < 0, it is sufficient to put A = 0 in (A.6). 

PROPOSITION A.8. The hypotheses on A(t) given by (I)-(IV) of section 1 are 
equivalent to the following assumptions (of Tanabe [19] and Sobolevski [16]): 

(A) For each t E [0, T], A(t) is a closed linear operator in E with a domain F 

dense in E and independent of t. Set I1" --11 
(B) For each t C [0, T], the resolvent set of A(t) contains the half plane 

Re A => 0 and 

M1 
(A.14) IIR(A,A(t))II~,~,_--<I+I,~], ReA _->0, t E [ 0 ,  T]. 

(C) There exist 0 < a < 1 and Kt > 0 such that[or Re A --- 0 and t, s E [0, T]: 
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( A . 1 5 )  II (A(s) - A(t))R (A, A(s))II~,E, ~ K, It - s I °. 

PROOF. Let us first prove that we can obtain (I) and (IV) from (A) and (B). 

Let (A.14) hold and choose p, • ]0, inf(1, M~)[. Set m = p  ~ / M ~ - p 2  for each 

p • 10,p,]. 
If A • S = { A  = x + i y ; m x + l y l  + 1 = 0 }  then there is Ao=iyo verifying 

}A - A,, I = dist(Ao, S) so that 

l + l y o  I =p (1  +[Aol) 
(A.16) [A - A o [ =  X / l + m 2  M1 

hence I a - a o l  IIR ()to, A(t))[I,,~, =< p < 1. From this follows a • p(A(t)) and by 

virtue of (A.16) 

hence 

I[R(A,A(t))[t~e,~)<_IIR(Ao, A(t))II S e ( E ) ~  M, 
1 - p  1 - p  

<M,+p. 1 
= 1 - p  l + l a  I ' 

! 

(A.17) t[R(A'A(t))I]~(~'~ 1 +M[i I 

As MI > M~, (A.17) holds also 

Now we can conclude that (I) 
0 • ]rr/2, 7r] such that tg 0 = oJ 1 

I + I A o I + [ A - A o l .  1 
l+]Aol I + ] A I  

for Re h > 0. 

and (IV) are true with ¢o = -pdX/M~-p2l, 
and 

(A.18) 

Now 

(A.19) 

M = sup M ' l l h - t o [  
,~o+,, l + l a l  

Let us deduce now (II) and (III) from (A), (B) and (C). Given s e [0, T] and 
y • F ,  set x = A(s)y. From (C) with A = 0  and t • [ 0 ,  T] we get 

I lm(s)y - m ( t ) y  II ~ k,  It  - s I ~ IIm(s)y II. 

It y %,,--< II y II + It A(s )y  tl + II A ( s ) r  - A(t )y  II-<- (1 + ~:1 r ° )11 y II~.A,., 

from which (II) follows. Finally, by using (A.18) and (A.19) we obtain: 

II m(s )r - A( t )y  II --< K, It - s I ~ II Y IIo~,. --- g l  It - s I ° (1 + k ,  T ° )11 Y IIF, 

i.e. condition (III). 
To prove that (I)-(IV) imply (A)-(B)-(C) it is sufficient to use (A.8) and (A.4). 

M1 +,ol 
w h e r e M ~ =  1 - p ~  
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